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FACTORS AFFECTING THE COST
OF TRAINING LARGE LANGUAGE MODELS

Abstract. It is stated that the process of creating large language models
involves time-consuming operations, significant costs and high technical
requirements. The problems of the development of these models are noted. The
key factors determining the final cost of the model are listed.
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Monenn tuna Gemini u GPT-4 mnpousBenn peBOJIONHUIO  BO
B3aMMOJICUCTBUM JIOJIeH ¢ TeXHOJOTUAMH. C MOMOIIBIO TAKUX MOJIeNIeH MOYKHO
TeHepUpOBaTh TEKCT, yIy4llaTh MOUCK U pelIaTh TBOpUYeCKue 3amaun. [laHHbIE
MOJIE TN 00JIeryaroT padoTy KIMEHTCKHUX CITYXKO.

bonbmme s3pikoBeie Monenu (Large language models, wmn LLMS)
MPEACTABIAIOT COOOM CIIOKHBIE CHUCTEMBI, (PYHKIMOHUPYIOIIME HA OCHOBE
rIIyOOKUX HEMPOHHBIX CETEH, CO3/IaI0IIME U PACIIO3HAIOUINE PA3TUYHbBIE TEKCTHI.
Onu o00ywaroTcs Ha OrpOMHBIX OOBEMAax JaHHBIX, BKJIIOYAIOIIUX COTHH
MUWLIHAPIOB TPEIOKEHUA U3 OTKPHITHIX UICTOYHUKOB (MHTEPHETA U T. I1.).

KoHuenuust s3bIKOBBIX Mojelied 0a3upyeTrcss Ha MPOTHO3MPOBAHUU
BEpPOSITHOM  TOCJIEIOBATEIBHOCTH  CJOB, Onarogaps 4YeMmMy 3HAYUTEIbHO
yJIy4IIaeTCsl COCOOHOCTh MAIUH MOHUMATh KOHTEKCT U CMbICH. TexHosoruu
HBOJIIOLIMOHUPOBAIIM MOCTENEHHO: CHAaYaJla OHU MPEACTABISUIM COOON CHUCTEMBI,
OCHOBaHHbIE HA MpaBUJIaX, 3aTEM IPEBPATHIIUCh B CTATUCTUYECKHE MOJEIH, a
MIOTOM CTaJld COBpEMEHHBIMU HelpoceTsiMu. CerogHs JTOMUHHPYIOT TpaHC-
dopMepsl, KOTOpbIe Oslarojapst IyOOKOMY OOYYEHHI0O MOTYT IPOU3BOIUTH
HEBEPOATHO TOYHBIE AHAIU3 U TEHEPALUIO SA3bIKA [2].

bonbmive s3bIKOBBIE MOJENH, O YeM MBI BCKOJB3b TOBOPUJIHM BBIIIE,
o0Oy4aroTcs Ha 3HAYUTENIbHBIX 00BbEMax JAaHHBIX U3 Pa3HbIX MCTOYHHKOB, YTO
MO3BOJIIET UM TIIyO)K€ «IOHUMATH» SI3BIKOBBIE CTPYKTYPHI, TPaMMAaTUKy U
OCOOCHHOCTH HCIIOJIb30BaHUA s3blKa. brarogaps 3TOMy OHHU BBINOJHSIOT
MIMPOKUH CIEKTp 3aJady, UMUTHUpPYS ueloBeueckoe Bocmpusithe. [lociennee
JieNiaeT B3aMMOJICHCTBUE MHIUBHIA C TEXHOJOTUSMHU Oo0Jiee €CTECTBEHHBIM U
yA0OHBIM, YeM KoTJa-1uoo [2].

B 2024 rony CtoHadopACKUM YHHMBEPCHUTETOM Obla OMyOJMKOBaHA
celmbMas peJakKlus OT4eTa O KIIIOYEBBIX TEHACHIUAX W JIOCTHTHYTHIX
pe3yibTarax B o0nactu uckyccTBeHHOro nnteiuiekra Al Index Report 2024 [1].
B HeMm, B uwactHOCTH, cpeau mnpoOieMm pa3Butus LLMS skcnepTel oTMeudaroT
HEJ0CTaTOK MHpOpMauu Uit X 00y4yeHHs. 3a MOCIeIHNE HECKOIbKO JIeT Yart-
00ThI, PYHKIIMOHUPYIOIIKME HA 0a3€ UCKYCCTBEHHOT'O MHTEJICKTA, CTAJIU KpaliHe
IPOrPECCUBHBIMU. DTO CTajJO BO3MOXKHBIM BO MHOIOM OJyiarojaps TOMY, 4YTO
LLMs oOyuanuch Ha BCE BO3pAacCTalOlIEM KOJIMYECTBE HMCTOYHUKOB JIaHHBIX,
TaKMX Kak KHUTH, cTaTbu u T. 7. OJHAKO yCHJIMBAIOMIASICS 3aBUCHUMOCTH
MOJIeJIell MCKYCCTBEHHOTO WHTEIIEKTa OT UWHGOpManuu TMpHBela K
BO3HUKHOBEHHUIO OMACeHU, YTO OyJylIue MOKOJEHHUs HcciefoBareneit OyayT
UCTIBITHIBATh HEXBATKy CBEJACHUH s JaJbHEHIIero MaciTaOupoBaHUS |
COBEPIIICHCTBOBAHUS CBOUX CUCTEM [4].
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[To 3asBnenusm xommanuu Epoch Al, omybnukoBanusiM B 2022 rony,
BBICOKOKAUECTBEHHbIE SI3bIKOBBIE IAHHBIE MOTYT OBITH ITOJIHOCTBIO MCUEpPIIaHbI K
2024 romy, a pe3epB HHU3KOKAYECTBEHHBIX, COTJIACHO TMPOTHO3aM, OyaeT
IOJIHOCTBIO UCHOJIb30BaH B TEUEHUE CIEIYIOMIUX JBYX JNECATHUIIETUH, PECYPCHI
n300paxkeHuit U rpaduyueckoil nHpopmanuu OyAyT nmoTpayeHsl K koHiy 2030-x
win cepenune 2040-x rogos. OAHUM U3 pelIeHU yKa3aHHOU MpOoOIeMbl MOKET
cratb oO0ydenne LLMS Ha CHHTETHYECKUX JAHHBIX, KOTOPhIE MOJAEIHU CO3/aI0T
camocrositenbHo.  [lo  MHenuto  wuccrnemoBatenedt  u3  CTdHPOPACKOTO
YHHMBEPCUTETA, TAKOW MOJXOJ HE TOJBKO IMOMOXKET CIPAaBUTHCA C BO3MOXKHBIM
VCTOILIEHUEM JAHHBIX, HO U TO3BOJIUT T€HEPUPOBATh MH(OPMALUIO TaM, IIe €€
C CaMOro Haydaja HeloCTaTo4Ho [4]. OJHaKO HEKOTOPbIE YUYEHbIE OTMEYAIOT, YTO
CYLIECTBYIOT OrpPaHHYEHHs, CBs3aHHbIE C OOy4YeHHMEM MoJeNed Ha
CUHTETHYECKUX JaHHbIX. Hampumep, B omnpenencHHbIi MOMEHT Takue LLMS
«TEPAIOT CIMOCOOHOCTh 3allOMHHATh HWCTUHHBIE pacHpeiesieHus JaHHbIX U
HA4YMHAIOT BbIAABATh Y3KUW JUAIIa30H PE3YJIbTATOBY [4].

OOyueHue  OOJBIIMX  SI3BIKOBBIX ~ MOJENEH,  XapaKTepU3yIOLIUXCs
MWUIMOHAMHM ~ [apaMeTpoB, TpeOyeT  3HAUYUTEIbHBIX  BBIUMCIUTEIBHBIX
MOIIHOCTEH. B mepByro ouepeab MOCIEAHEE CBA3AHO € HEOOXOAMMOCTBIO
oOpabaTheIBaTh OTPOMHBIE MAacCCHBBI JAHHBIX M ONTHUMHU3HPOBATh IMapameTphl
MOJIEJIA JJIsl TOBBILIEHUSI TOYHOCTH IPOTHO30B. BhIuncinuTenbHbIE 3aTpaThl Ha
oOyueHue MOJIENN 3aBUCST OT psja (PaKkTOpPOB:

1) oObemMa naHHBIX (3HAYUTENBHBIA 00BEM MH(POPMALUU, HEOOXOIUMBII
111 OOYYEHUSI, MOXKET IePErPyKaTh BEIYMCIUTEIBHBIC PECYPCHI);

2) OrpaHUYEHHOCTH PECYPCOB (HEXBATKA MaMSTH, AePULUT TpadUuuecKux
IPOLIECCOPOB U J1aXK€ BBICOKHE TapU(Pbl HA AJIEKTPOIHEPTUIO MOTYT 3aMEJIUTh
oOyueHue);

3) KauecTBa JaHHBIX (SBISCTCS KIIOYCBHIM MOMEHTOM; IUIOXHE HIIH
NPEB3AThIC CBEJICHUS MOTYT IPUBECTH K OIIUOOYHBIM pe3yiibTaTtam) [6].

Pazmeprsl HeWpoOHHBIX ceTel, wucnonbdyeMblix B LLMS, pactyr B
reOMETPUYECKON Mporpeccuu. Hampumep, eciii paHHHE MOJEIM, Takuhe Kak
GPT-2, comepxamu oxoso 1,5 miupa mapaMeTpoB, YTO COOTBETCTBYET MO3TY
HEOOJBIIOTO >KUBOTHOTO (HampUMep, MEIOHOCHOM Mmuenbl), TO IOCIeIHue
monemu (momyctum, GPT-4) uMEOT OKOJIO TPWLTHOHA TapaMeTpOB, YTO
npuOIMKaeT UX MO MaciiTady K 4YeIOBEYECKOMY MO3Ty. DKCHOHEHUHUATbHBIN
pOCT pa3MEpPOB U CIOKHOCTU MOJENEe MpUBEIM K YBEIMYECHHUIO 3aTpaT Ha
oOyuenne. Tak, mns wmonenedt tuma GPT-3 u PaLM HyxeH mnpumepHO
1 Tepabaiit nmamstu. C yCUJIEHHEM CIpOCa HAa BBIYMCIWUTEIbHBIE MOIIHOCTU
HECOOTBETCTBUE MEXKAYy TpeOOBAaHUSIMU HCKYCCTBEHHOIO HHTEIUIEKTa U
BO3MOYKHOCTSIMH 000pYyIOBaHMSI CTAHOBUTCS Bce 00Jiee OueBUIHBIM [6].

VYBenuueHue BO3MOXKHOCTEH MOJENEeN BeNeT K pOCTy 3aTparT Ha HX
oOydyeHrHe M JalbHEUIIYI0 JSKCcIuTyaTanuio [4]. DTo BBI3bIBAET HMHTEPEC Y
TEOPETUKOB M OecrmokoicTBO y mnpakTtukoB. CorimacHo 3akoHy Mypa,
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MPOU3BOJUTEIILHOCT, MOJENICH MOXET TMOBBIMIATECS TOJIBKO 3a CUET pOoCcTa
BBIYHMCIIUTENBHBIX MOIIHOCTEH. OpHako B TO BpeMs Kak MOTPeOHOCTh B
BBEIYHCIIUTEILHBIX —pecypcax yBemumuuBaercss B 10 pa3  Kaxnmpli  TO7,
MPOU3BOAUTEIILHOCTh 000PYIOBaHUS — JIUIIb B 3 pasza Kaxible JBa roja. ITOT
pa3pbIB MPUBOAUT K HEOOXOAUMOCTH MCIOIB30BaTh OOJIBIIE MAIIWH, YTO €Ile
CUJIbHEE TIOBBIIIAET CTOMMOCTh 00yueHus, ocooenHo LLMSs. Jlns pemenus
yKa3aHHOH Mpo0IeMbl HE0OX0IMMO UCKATh 00JIee SKOHOMHYHBIC ITOAX0bI [6].

[Io MHeHUIO AMpeKTOpa J1abOpaTOPUU MCKYCCTBEHHOTO HHTEIJIEKTa B
komranuu Anthropic JI. AMozgesi, B Omwkaillive JBa Toja pacxoabl Ha
oOyueHue MoJeJiel BBIIICHa3BAHHOTO WHTEIJIEKTAa MOTYT JOCTUYhL MPUMEPHO
10 mapna momn. [4; 5]. Takume pacxoasl OyayT IO KapMaHy TOJBKO KpPYITHBIM
oprannszauusaMm. Ecinu 3Ta TeHAeHUMsA COXpaHUTCs, TO K 2027 rogy CTOMMOCTb
oOydeHHs MojeNied HCKYCCTBEHHOTO WHTEIUIEKTa, COIJIaCHO MPOTHO3aM
cnenuanuctoB Epoch Al, npessicutr 1 mapa nomt. [8]. [lo ux HabmoaeHusM,
C)KETOHBIC 3aTPaThl YBEIMYMBAIOTCS B cpeaHeM B 2,4 pasa [2]. B cBs3u ¢ atum
UMEET CMBICT BBIICITUTh OCHOBHBIC (PAKTOpPHI, KOTOpHIC BIMSAIOT HA OSTOT
npouecc. K Takum akTopam oTHOCATCS:

1.3amyck  OosbIMxX  S3BIKOBBIX ~ Moxeiei  (Tpedyer  OrpOMHBIX
BBIYUCIIUTEIILHBIX MOIIHOCTEH; Oobiast yacth (47—67 %) COBOKYIHBIX 3aTpar
MPUXOAUTCS Ha anmapaTHoe o0ecredeHue (M3 HUX Ha CEPBEPHBIC KOMIIOHEHTHI —
15-22 %; wmexcoeauHeHuss Ha ypoBHe kimactepa — 9-13 %); 29-49 %
COCTaBJISIIOT PAacXo/Ibl Ha TiepcoHalT; 2—6 % — 3aTpaThl Ha 3JICKTPOIHEPrHio [8]).

2. Ucnionb3oBanue misgs oOydenuss LLMS rpaduyeckux mpolieccopoB
BBICIIIETO KJIacca, MPUOOPETeHNE WM apeH/ia KOTOPBIX OOXOAMTCS JOBOJIHHO
noporo. Ilo onenke [I. Xyanra, reHepanpHoro paupekropa NVIDIA, mus
oOyuenust s3pikoBod Mmozenu Generative Pre-trained Transformer Mixture
of Experts morpeOoBajioch TMpHBICYh B  TEUCHHE 3—5  MecsIeB
25 ThIC. TpaduUecKuX MpoIeccopoB Ha 6aze Ampere [8].

3. IloBbIllIeHNE  WHTEUICKTYadIbHOCTH MOJENH (4acTo CBSI3aHO C
NpUMEHEHUEM KpallHe CIIOKHBIX AapXUTEKTyp WU KPYMHBIX MOJENen
(Hammpumep, MacmitabupoBanue ¢ 7 go 300 Miapx mapamMeTpoB) WM C
OJTHOBPEMEHHBIM 3a/ICCTBOBAaHUEM OOJIBIIIETO YHCIIa DKCIEPTOB (JAOMYyCTUM, B
monean Mixture of Experts, wimu MoE). OueBuaHO, 9YTO TaKHMe MOJEIU CTOST
nopoxe [3]).

4. KonnuecTBO TOKEHOB, KOTOPOE MOCTYIMAET Ha BXOJ MOJEIHA U KOTOPOE
MOJIy4aeT TOJIb30BaTellb Ha BBIXOAE (OHO BIUSET Ha BpeMsi OOpabOTKH H
TpeOyeMble BBIUMCIUTENbHBIE PECYPCHI, PACX0] dHEPruM s oopaboTku. Bee
9TO B KOHEYHOM CUETEe BhI3bIBAaET poCT 3atpar [3]).

5. Tun oTpabaThIBaeMbIX MOJCIBIO JAHHBIX: TEKCT, rpaduka, ayano WUiIu
BU/Ie0 (OH BIMSIET HAa CTOMMOCTH;, I OOpaOOTKH ayauo U BHUACO OOBIYHO
TpeOyeTcs 3aTpaTUTh OOJIBIIE PECYpPCOB, YeM it 00padoTKu TekcTa [3]).
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Ha pmaHHBIE MOMEHT 1Jisi OIIGHKH 3aTpaT Ha OOydYeHHe Mojenen
UCKYCCTBEHHOTO HHTEJJIEKTa, B TOM YHCJIE U OOJIBIIUX S3BIKOBBIX MOJIETEH,
WCMOJIB3YIOTCSA, Kak IMpaBWIIO, ABA MOAXoda. B paMkax mnepBoro u3 HUX
oOydeHHe MPOBOAMUTCS Ha COOCTBEHHOM WJIM ape€HJIOBAHHOM OOOpPYIOBaHUWU;
BTOPOTO — C MPUMEHEHUEM TEXHOJIOTHI 00JIauyHBIX BhIUMCIECHUN. HexoTopsie
YYE€HBIE MNPHIUIA K BBIBOAY, YTO BEJIWYMHA 3aTpaT, ONPEIECICHHAas COIrJIacHO
BTOPOMY TOJAXOAY, OOBIYHO HAMHOIO BBIIIE, YE€M YCTAHOBJIEHHAs IO
nepeomy [4].

Takum oOpa3zoMm, OBUT PacCMOTPEH HHCTPYMEHTApHil, MO3BOJISIONINI
BBISICHUThH, KaKOW W3 BapUaHTOB (JIOKAJIbHBIM BBIYMCIUTEIBHBIA KIACTEpP WIH
oOnauHast MH(paAcCTPyKTypa) sBisieTcss 00Jie€ PKOHOMHYHBIM PEIICHUEM IS
peanuzaiuu o0y4yeHus OONbIINX SI3bIKOBBIX MOJIENCH.
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